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Abstract 

Trends show that privacy concerns are rising, but end users are not armed with enough 
mechanisms to protect themselves. Privacy enhancing technologies (PETs) or more 
specifically, tools (PET-tools) are one of the mechanisms that could help users in this sense. 
These tools, however, reportedly have low adoption rates, and users tend to be reluctant to 
integrate them into their daily use of the Internet. Detailed scrutiny of current research on 
PET-tools, however, can guide future research to help overcome low adoption of these tools. 
We conducted a literature review on PET-tools to enumerate the types of tools available and 
how they are being evaluated, in order to shed more light on the missing elements in their 
evaluations. We reviewed and coded 72 articles in the PET-tool literature. Our results 
highlight two important issues: 1. Evaluation of most tools is performed using only artificial, 
summative and ex-post strategies; 2. While usability evaluation is quite common, evaluation 
of enhanced privacy is lacking. This research hopes to contribute to better PET-tool 
development, and encourage the inclusion of users in the evaluation and design process. 
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1. Introduction 

Personal information is an integral part of technologies such as mobile devices and 
online social networks, which are especially susceptible to disclosing personal 
information (Padyab et al., 2016). A literature review on information privacy by 
Bélanger & Crossler (2011) revealed several relevant topics related to the field. One 
of these was information privacy tools and technologies, dealing with tools or 
technological solutions designed for protecting information privacy. These 
technologies facilitate the digital management and communication of personal 
information by different means, such as identity masking, traffic encryption, and 
web-based advertisement management (Goldberg, 2003).  

Due to the lack of a generally agreed-upon definition for Privacy Enhancing 
Technology tools (PET-tools), we have defined them in the way that best captures 
our focus in this study: PET-tools are tools that form a subset of privacy enhancing 
technologies, and can be freely chosen by users to protect their privacy on their own 
private devices. Such tools have distinct user interfaces that require end-user 
interaction, and therefore could be regarded as standalone applications. The sole 
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promise of these tools is to enhance end-user privacy, however they can also take the 
form of add-ons (or plugins) to another system, for example the apps for enhancing 
Facebook privacy settings. 

As individuals’ privacy concerns increase, online privacy tools have attracted more 
attention. Only a minority of Internet users employ PET-tools, however, and most 
users disclose their personal information without any technological assistance to help 
them raise their awareness or make informed decisions (Kolter, 2010). Privacy-
related technologies face several challenges that cannot be viewed purely through a 
software design lens, such as social awareness. Usability issues are another 
hindrance to the acceptance of such tools, since they may not be understandable to 
the general user (Habibipour et al., 2017). Since Cranor (1999) first called for the 
development of tools for successful online privacy initiatives, this call has largely 
been answered by computer scientists at the conceptual (proof of concept) level, as 
opposed to (Information Systems) IS researchers, who might enhance the 
understanding of factors influencing the use of technology by individuals, and 
formulate behavioral questions to be explored with respect to effectiveness and 
consequences of use (Bélanger and Crossler, 2011). Laudon (1996) argues that a 
large part of the crisis around privacy is due to the lack of tools on the market, while 
recent research shows that “Designers often forget to consider how they would 
measure the effectiveness of privacy protection tools, and that is something IS 
researchers should seek to answer” (Bélanger and Crossler, 2011, p. 1022).  

The purpose of this paper is therefore to investigate user interaction with PET-tools, 
and suggest approaches and methods for their evaluation accordingly. To the best of 
our knowledge, no rigorous research has been carried out to spell out the nuances of 
user interaction with PET-tools. With this paper we seek to study privacy literature, 
asking first: what types of user-interactive PET-tools are available, and how are they 
being evaluated? By looking at the evaluation dimension, we hope to understand 
how privacy is evaluated during the design process. To explore our research 
questions and contribute new insights in this field to the privacy research 
community, we conducted a literature review. Our attempt will ultimately help make 
PET-tool designers aware of different evaluation metrics that could contribute to 
more helpful tool evaluations.  

In section 2, we discuss user evaluation methods and privacy, while section 3 covers 
our approach to finding relevant literature, and our analysis process. Our findings as 
well as discussions are presented in section 4, followed by conclusion in section 5. 

2. Background  

There are various definitions of privacy, but referring to a classic one could help 
illustrate our intentions in this paper. Westin defines privacy as “people's ability to 
control the terms under which their personal information is acquired and used” 
(Westin, 1967, p. 13). Because of this, it is imperative that PET-tools comply with 
individual privacy preferences, and our assertion is that any PET-tool should feature 
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user-centered design. In this section, we want to give an overview of current 
practices in user technology evaluation. 

Evaluation is a process intended to investigate the significance, value, or quality of 
something, based on a careful study of both its positive and negative features. In 
planning the evaluation process, it is important to determine when the evaluation will 
be carried out, and for what purpose. Formative evaluations are performed with the 
intention of changing or improving something, such as the design of a system (Pries-
Heje et al., 2008). A summative evaluation, on the other hand, is carried out in order 
to determine the impact of the program or application being evaluated (ibid). 
Another option is to carry out the evaluation ex-ante (meaning before the technology 
is chosen and acquired or implemented), or ex-post (meaning after it is acquired or 
implemented) (ibid). The potential user can be involved in these approaches to 
evaluation, but the approaches as such are rather general in character, and as a result 
do not provide further guidance as to designing and carrying out user evaluations, or 
as to what their focus should be. 

The aim of this paper is to shed light on how PET-tools should be evaluated, so we 
have broadened our scope to include the areas of interaction design and user 
evaluations. Here, evaluations of new technologies often focus on assessing usability 
qualities, such as learnability, satisfaction, memorability, errors, and efficiency 
(Preece et al., 2015).  

Looking more specifically at PET-tools, most of these tools are complex to configure 
and operate for end-users, and as a result do not meet users’ needs adequately. 
Currently, there is no strong consensus on how these kinds of user interfaces for 
awareness should be built (Iachello and Hong, 2007). This results in an absence of 
guidelines for testing and evaluating these types of tools. Because of this, it is 
important to establish appropriate metrics for user understanding and ability to 
express consent, and to try to consistently improve them over time. 

3. Methodology 

A comprehensive literature search followed the literature review methodology 
proposed by Okoli & Schabram (2010) was conducted, spanning using information 
systems, privacy, security, and human-computer interaction journals, as well as 
conference proceedings that available in IEEE and ACM databases. The following 
search terms were used: privacy; privacy enhancing tool + evaluation/assessment; 
privacy + evaluation; and privacy + tool + evaluation/assessment. If the advanced 
search engine permitted, we included a requirement for the term “evaluation” to 
appear in either the article title or abstract. The maximum amount of returned hits for 
each outlet was considered for inclusion. We also restricted results to articles written 
in English that were published from 2004 to 2016.  

We carefully reviewed the abstract and conclusion sections of 2,087 articles (i.e. 
articles that deal with privacy enhancing (or related) tools designed for users and 
have performed evaluation). Our main criterion for inclusion was articles that deal 



Proceedings of the Eleventh International Symposium on 
Human Aspects of Information Security & Assurance (HAISA 2017) 

 

205 

with privacy enhancing (or related) tools designed for users and have performed 
evaluation. After practical screening, 72 articles were selected for final review.  

We used an evaluation framework (Venable et al., 2012, 2014) to examine the 
designed artifacts. Their framework guides researchers to find a suitable strategy to 
evaluate outcome. As suggested by Venable et al. (2012, 2014), we can gain a 
significant insight on type of methodology employed based on time (ex ante versus 
ex post), the setting of evaluation (naturalistic versus artificial) and functional 
purposes of the evaluation (formative versus summative) being considered. NVivo 
10 was used as an assistance tool to analyze the literature. NVivo makes this process 
more automated to give text meanings in the form of nodes or concepts and classify 
the papers based on different classifiers. 

4. Result and Discussion 

The review led to several important findings about these tools and their user 
adoption. We will explore these findings in more detail in subsequent sections of this 
paper. The related literature associated with each finding is available in more detail 
in the supplementary document provided in the methodology section.   

4.1. Types of tools 

We observed that the types of tools in the papers we reviewed could be categorized 
based on three constructs: platform, type of private information addressed, and 
privacy enhancing approach.  

4.1.1. PET-tools for different platforms 

PET-tool scholars have shown an interest in protecting user privacy within a variety 
of technologies and platforms, with a particular focus on those systems with a high 
potential for private information leaks. One rich source of personal information that 
may be prone to leaks are online social networks (OSNs), and Facebook in 
particular. For example, Egelman et al., (2011) found that current control 
mechanisms for limiting access to personal information across different groups are 
insufficient in Facebook, and that the network’s privacy modification settings are 
unsatisfactory. The researchers offered a solution giving users the ability to see a 
Venn diagram illustrating overlapping networks of user groups in order to make 
decisions about granting access to information. 

4.1.2. Privacy enhancing approach 

Each tool attempts to enhance user privacy using different means, whether it be a 
single approach, or a combination of different approaches. The approaches are 
deepened within user privacy concerns. Our analysis shows that the approaches can 
be divided into 3 different categories. 
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Information about risks: The tools in this category make users aware of potential 
privacy breaches. In that sense, the tools give users a deeper understanding with 
respect to one or more dimensions of privacy and their implications, thus raising 
awareness. These might also indicate that how, what, when, from, who, where, why, 
and which information could infringe on user privacy. For example, Andersen et al., 
(2006) designed a prototype mobile application that gave users information on their 
contacts, such as activity, status, relation, and vicinity. As a result, they discovered 
that in order to preserve privacy, users needed to be given a set of mechanisms to 
limit their exposure to their contacts based on individual privacy preferences. 
ProtectMyPrivacy (Agarwal and Hall, 2013) uses a crowdsourcing approach to build 
a recommendation engine for iOS apps that allows apps to be rated based on 
different privacy breaches. New users of iOS apps get information on recommended 
protection settings for each particular app. A similar approach has been used by J. 
Lin et al., (2012) for Android apps. 

Offering to hide detail: In this approach, users are offered the option to hide their 
personal data based on their preferences on a dimension of privacy. Some Internet 
services require access to personal user data, and some PET-tools are designed to 
limit this access by either denying or using dummy data. Here, in contrast to the 
previous approach, the assumption is that users are already aware of the breach, and 
they are not given more information about it. LP-Guardian (Fawaz and Shin, 2014) is 
a PET-tool designed for smart phone users in situations where they don’t feel 
comfortable revealing their location. 

Controlling user’s data access: This approach gives users control over who can 
access their information. It is popular for social media sites, since users have a larger 
audience that includes the public. Due to the complicated nature of social media and 
who can see what, these PET-tools facilitate adjustments to complex and sometimes 
unsound user settings through different control mechanisms defined by access 
control policies. The work of Wishart et al., (2010) introduced a collaborative 
approach to authoring privacy policies that considers the needs of all parties affected 
by the disclosure of information on social media. Similarly, Shehab et al., (2012) 
presented an access control framework for managing the sharing of data belonging to 
social media users with third party apps. Also in the same vein is Lockr, an 
application that gives users the ability to define their own access control policies for 
sharing their online social media content to other systems (Tootoonchian et al., 
2008). 

4.1.3. Type of personal information 

Personal information is a widely used term in the PET-tool literature to denote data 
that, if they were to become public, could lead to an impact on a user’s privacy. The 
way personal information is sometimes defined in the PET-tool literature is vague, 
however, in terms of how granular it is, and is often limited to broad terms such as 
personal content, personal data, information, and data. In general, the reviewed 
papers fail to give a clear picture of what constitutes personal information, and what 
aspect of user privacy the PET-tool is trying to protect/enhance. Researchers largely 
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explored location threats on mobile devices, since they are equipped with various 
location tracking technologies. Apps offering services based on location have various 
implications for privacy, which PET-tool designers contributed to by providing finer 
grained controls as well as enhancing usability and functionality (e.g. Fawaz and 
Shin, 2014). Among the mentioned types of personal information on social media, 
photo privacy has been the main focus of PET research within OSNs. 

To summarize, we observed that the types of tools in the papers we reviewed could 
be categorized based on three constructs: platform, type of private information 
addressed, and privacy enhancing approach. The starting point for tool development 
is the platform, each of which presents different challenges in respect to revealing 
private information. The privacy enhancing approach is linked to the other two 
constructs based on what the platform is capable of protecting, along with the type of 
private information that needs to be protected from exposure. 

4.2. Evaluation of tools 

4.2.1. Timing, setting and functional purposes of the evaluation  

One of our findings was that summative evaluation was used for most of the PET-
tools. One explanation for the use of summative evaluations might be that 
researchers are not trying to develop a specific PET-tool, but rather are studying the 
general concepts, testing hypotheses, and exploring the theories behind PET-tools 
and their effects on enhancing the technology. The tools that these academics build 
are prototypes that are more focused on technical aspects of the solution, whereas 
formative studies put more focus on the privacy aspect of PET-tools, and on the 
effects of the tools on users' privacy-related behavior. We found that only seven 
studies used formative evaluation to improve the artifact, along with summative 
evaluation to show the validity of their solution. Two used just a formative approach, 
since their design was in the mock-up phase. 

Another interesting finding was that most of the evaluations happened after 
implementation (i.e., ex-post). The timing of the evaluation dictates to what extent 
the results can affect the design; ex-post evaluation makes it more difficult to 
implement improvements if anomalies are detected. Seven articles used both ex-ante 
and ex-post evaluations, while three used only ex-ante. The remaining papers used 
only ex-post evaluation.  

We further observed that most evaluations took place in the artificial setting of a 
closed lab environment. Only 10 studies focused on the use of tools in a natural 
setting with their intended users, employing event logs, questionnaires, and 
qualitative methods.  
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4.2.2. Evaluation methods 

While PET-tools make use of different technological solutions on the back end, 
performance evaluation was the most-used strategy in articles we reviewed. Different 
lab-based evaluation methods that measured the validity of the solution were used as 
a proof of concept. There was less research on usage of publicly available PET-tools. 
We found one study evaluating PET-tools by Geiger & Cranor (2006), in which they 
looked at six different disk-scrubbing tools used to wipe out hard disk data.  

In the artificial types of evaluations, different methods of usability testing, after-test 
questionnaires/interviews, scenarios, accuracy, feature comparison, statistical 
analysis, threat analysis, microbenchmarking, flexibility, efficiency, energy 
consumption and compatibility testing were all popular metrics. The naturalistic 
evaluations used questionnaires, interviews, observation, and comparative 
approaches. Our study showed that most of the articles focused on the usability of 
the tools from the point of view of the functionality of the software itself, without 
accounting for behavioral changes. Qualitative evaluations form only a small part of 
PET-tool research. Semi-structured interviews after tool usage was more common, 
while early evaluation of the design by involving users in the design process, and to 
identify user problems that needed to be addressed, was minimal (e.g. Caine et al., 
2010; Sadeh et al., 2009). 

4.2.3. Evaluation measures 

Our findings show that there are a range of factors influencing PET-tool usage. 
Privacy itself is not bound to only one single concept, but rather to a collection of 
different social and technical aspects, varying from individual end user concerns, to 
the time it takes to complete the privacy settings process. Measures used to evaluate 
end user privacy have been used in direct connection to the PET-tool as a dependent 
factor. The majority of the papers evaluated privacy in terms of the tool’s specific 
purpose, and evaluations varied from a simplistic question to an extensive 
questionnaire, or an in-depth interview. Tools were tested based on what aspect of 
privacy they were designed to protect (i.e., what type of private information). It is 
evident, therefore, that researchers touched only upon privacy in terms of the 
measures related to their tools. Total 53 tool-related evaluation constructs were 
emerged as the result of peer group discussions and cooperative content coding 
(Figure 1). 

No evaluation of the privacy-enhancing qualities was made in 19 papers; these 
studies were confined to evaluations using the tool-related measures. In terms of 
privacy-related constructs used for evaluation, 30 of these were found in the 
reviewed articles. The various privacy-related measures we found are illustrated in 
Figure 2. The five most common measures among the reviewed papers were privacy 
preferences and privacy concern which are related to privacy-related constructs. 
Usability, accuracy, and time were most common tool-related measures. 
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“Privacy preferences” was the construct that was used most often. It was employed 
to measure how end users adjust tool’s privacy settings to the desired privacy level, 
and was predominantly used with PET-tools designed to enhance privacy settings for 
OSNs such as Facebook (e.g. Junior et al., 2014). In other cases, where OSNs were 
not the focus, the construct was used to evaluate end user privacy management 
practices via user adjustment of the range of privacy settings provided by the tool. 

 

 

Figure 1. Tool-related measures for evaluating PET-tools and frequency of use 

“Privacy concern” was used to measure the extent to which the end user was willing 
to disclose certain personal information through different channels. This was 
explored in terms of either the accessing of personal information by third parties, or 
the potential unintended disclosure of personal information through communication 
channels, such 
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Figure 2. Privacy-related measures used to evaluate PET-tools along with the 
number of occurrence 

as sharing content. Concerns were studied in terms of positive/negative impact on the 
adoption of tools, using quantitative feedback (e.g. Herath et al., 2014). PET-tool 
“usability” was another factor that was often evaluated, as was user acceptance. 
Although they do not directly affect a person’s privacy, an application’s design and 
implementation flaws can lead to the leakage of information or a reluctance to use 
privacy-related features. Researchers evaluated an application’s functionality in 
some cases by comparing pre-solution and post-solution settings, and in others by 
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relationship between user involvement and usability was considerable. Studies that 
involved users at different stages employed usability testing, giving participants tasks 
related to the usability aspects of the tool, such as ease of use, effort, usefulness, etc. 
Iachello, et al. (2005), for example, studied the usability of automatic features in 
location-based services, concluding that users are more likely to use manual features 
because this gives them more control. 

The evaluation of accuracy was also used quite frequently in PET-tool evaluation, 
appearing in two different forms in the papers we reviewed: performance accuracy 
and usability accuracy. Since a user’s true privacy preferences might be complicated 
to implement, some researchers tried to minimize this complexity by measuring the 
performance accuracy of the PET-tool being studied, assessing how close the tool 
was able to come to approximating the preferences in question. The accuracy of the 
privacy enhancing approach, and the accuracy of the user in performing assigned 
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LeFevre (2010), for example, used accuracy to measure the e�ectiveness of their 
Facebook privacy settings wizard in reducing the amount of user e�ort, while still 
producing highly accurate settings. 
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Time was used in two contexts in PET-tool evaluation: as a value to measure the 
speed of tool performance, and as a measure of the amount of time it took users to 
complete a given task during testing. As was the case with accuracy, mentioned 
above, time can be both dependent and independent of user input. When it comes to 
performance, time is a factor that can indicate the applicability of a solution (e.g., 
Carminati, Ferrari, & Perego, 2009), or that a tool is superior to other solutions based 
on processing speed (e.g., encryption time in Besmer & Richter Lipford, 2010). 
Some researchers also focused on the amount of time users spent completing 
assigned tasks using the PET-tool. In those studies, time spent was used as a metric 
to show improvements in the amount of time it took PET-tool users to complete a 
given process. Time spent was used in the reviewed papers in conjunction with tool 
understandability to indicate the effort required to carry out a task. Lin, et al. (2012) 
showed how their tool reduced the time it took for users to understand Android apps’ 
privacy permissions. 

5. Conclusion 

This is the first literature review to investigate the types of privacy tools with end 
user interaction and their role in design and evaluation of the tools. The results 
highlighted that there are three main enhancing approaches such as informing about 
risks, offering to hide detail and controlling user’s data access. Reviewed literature 
showed that it is still unclear what measures are suitable to evaluate a PET-tool. The 
results of our study may help the designers of future PET-tools be more aware of the 
types of measures that can be used to evaluate their tools, especially when studying 
previous efforts and outcomes. In our literature review on PET-tools there was no 
evaluation standard in the form of a model, method or framework being used as a 
basis for evaluating PET-tools. Further research to establish evaluation criteria for 
privacy affecting systems or PET-tools can give rise to a better understanding of 
users’ socially constructed practices of privacy management, compared to the 
aftermath of PET-tool use (Padyab, 2014). Adopting and testing privacy-related 
theories within evaluation of PET-tools is also an avenue of research that is worth 
exploring. There are some scattered privacy-related evaluation guidelines available 
in the literature, but they are either very specific to a particular technology (e.g. Just, 
2004), or there is a lack of information on their usage (Bellotti, 1997). We encourage 
researchers to design new evaluation frameworks for PET-tools, or to use currently 
available ones while reporting their strengths and weaknesses.  
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